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üOpen Source Algorithms 
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input output 

Image sequence (or video stream) 

from one or more cameras attached to a moving vehicle 

Camera trajectory (3D structure is a plus): 

VO is the process of incrementally estimating the pose of the vehicle by 
examining the changes that motion induces on the images of its onboard 
cameras 
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üSufficient illumination in the environment  

üDominance of static scene over moving objects 

üEnough texture to allow apparent motion to be extracted 

üSufficient scene overlap between consecutive frames 

Is any of these scenes good for VO? Why? 
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ü 1980: First known VO real-time implementation on a robot by Hans Moraveck PhD 

thesis (NASA/JPL) for Mars rovers using one sliding camera (sliding stereo). 

 

ü 1980 to 2000: The VO research was dominated by NASA/JPL in preparation of 

2004 Mars mission (see papers from Matthies, Olson, etc. from JPL) 

 

ü 2004: VO used on a robot on another planet: Mars rovers Spirit and Opportunity 

 

ü 2004. VO was revived in the academic environment  

by Nister «Visual Odometry» paper.  

The term VO became popular. 
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üScaramuzza, D., Fraundorfer, F., Visual Odometry: Part I - The First 30 Years and 
Fundamentals, IEEE Robotics and Automation Magazine, Volume 18, issue 4, 2011. 
 
üFraundorfer, F., Scaramuzza, D., Visual Odometry: Part II - Matching, Robustness, and 

Applications, IEEE Robotics and Automation Magazine, Volume 19, issue 1, 2012.  
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SFM VSLAM VO 
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SFM is more general than VO and tackles the problem of 3D 
reconstruction and 6DOF pose estimation from unordered image sets 

Reconstruction from 3 million images from Flickr.com 

Cluster of 250 computers, 24 hours of computation! 

Paper: ñBuilding Rome in a Dayò, ICCVô09 
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üVO is a particular case of SFM  

 

üVO focuses on estimating the 3D motion of the camera 
sequentially (as a new frame arrives) and in real time. 

 

üTerminology: sometimes SFM is used as a synonym of VO 
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ü VO only aims to the local consistency of the 
trajectory  

ü SLAM aims to the global consistency of the 
trajectory and of the map 

ü VO can be used as a building block of SLAM 

ü VO is SLAM before closing the loop! 

ü The choice between VO and V-SLAM depends on 
the tradeoff between performance and 
consistency, and simplicity in implementation.  

ü VO trades off consistency for real-time 
performance, without the need to keep track of all 
the previous history of the camera. 

Visual odometry 

Visual SLAM 

LƳŀƎŜ ŎƻǳǊǘŜǎȅ ŦǊƻƳ ώ/ƭŜƳŜƴǘŜΣ w{{Ωлтϐ 
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1. Compute the relative motion Ὕ from images Ὅ  to image Ὅ  

 

 

2. Concatenate them to recover the full trajectory 

 

 

3. An optimization over the last m  poses can be done to refine locally 
the trajectory (Pose-Graph or Bundle Adjustment) 

 

... 
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üThe front-end is responsible for 

ÁFeature extraction, matching, and outlier removal 

ÁLoop closure detection 

üThe back-end is responsible for the pose and structure 
optimization (e.g., iSAM, g2o, Google Ceres) 



How do we estimate the relative motion Ὕ ? 

Image Ὅ  Image Ὅ 

Ὕ 

       ñAn Invitation to 3D Visionò, Ma, Soatto, Kosecka, Sastry, Springer, 2003 

Ὕ 



SVO [Forster et al. 2014] 
100-200 features   x   4x4 patch  
~ 2,000 pixels 
 

Direct Image Alignment 

5¢!a ώbŜǿŎƻƳōŜ Ŝǘ ŀƭΦ Ψммϐ 
оллΩлллҌ ǇƛȄŜƭǎ 

LSD  [Engel et al. 2014] 
ϤмлΩллл ǇƛȄŜƭǎ 

Dense  Semi-Dense  Sparse 

Ὕȟ  ÁÒÇÍÉÎ Ὅ◊ᴂ Ὅ ◊  

It minimizes the per-pixel intensity difference 

Irani & Anandan, ñAll About Direct Methods,ò Vision Algorithms: Theory and Practice, Springer, 2000 



SVO [Forster et al. 2014] 
100-200 features   x   4x4 patch  
~ 2,000 pixels 

 

Direct Image Alignment 

5¢!a ώbŜǿŎƻƳōŜ Ŝǘ ŀƭΦ Ψммϐ 
300,000+ pixels 

LSD-SLAM  [Engel et al. 2014] 
~10,000 pixels 

Dense  Semi-Dense  Sparse 

Ὕȟ  ÁÒÇÍÉÎ Ὅ◊ᴂ Ὅ ◊  

It minimizes the per-pixel intensity difference 

Irani & Anandan, ñAll About Direct Methods,ò Vision Algorithms: Theory and Practice, Springer, 2000 
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Feature-based methods 

1. Extract & match features (+RANSAC) 

2. Minimize Reprojection error 
     minimization 

Ὕȟ ÁÒÇÍÉÎ ◊ “▬   

Direct methods 

1. Minimize photometric error 

Ὕȟ  ? 

▬ 

◊ᴂ ◊ 

Ὕȟ  ÁÒÇÍÉÎ Ὅ◊ᴂ Ὅ ◊  

 

where   ◊ᴂ  “Ὕ Ͻ“ ◊ ϽὨ  

Ὕȟ  

Ὅ 
◊ᴂ 

▬ 

◊ 
Ὅ  

Ὠ 

ώWƛƴΣCŀǾŀǊƻΣ{ƻŀǘǘƻΩлоϐ ώ{ƛƭǾŜƛǊŀΣ aŀƭƛǎΣ wƛǾŜǎΣ ¢whΩлуϐΣ ώbŜǿŎƻƳōŜ Ŝǘ ŀƭΦΣ L//± Ψмм], 
ώ9ƴƎŜƭ Ŝǘ ŀƭΦΣ 9//±ΩмпϐΣ ώCƻǊǎǘŜǊ Ŝǘ ŀƭΦΣ L/w!Ωмп] 
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ώWƛƴΣCŀǾŀǊƻΣ{ƻŀǘǘƻΩлоϐ ώ{ƛƭǾŜƛǊŀΣ aŀƭƛǎΣ wƛǾŜǎΣ ¢whΩлуϐΣ ώbŜǿŎƻƳōŜ Ŝǘ ŀƭΦΣ L//± Ψмм], 
ώ9ƴƎŜƭ Ŝǘ ŀƭΦΣ 9//±ΩмпϐΣ ώCƻǊǎǘŜǊ Ŝǘ ŀƭΦΣ L/w!Ωмп] 

Ὕȟ ÁÒÇÍÉÎ ◊ “▬   

Ὕȟ  ÁÒÇÍÉÎ Ὅ◊ᴂ Ὅ ◊  

 

where   ◊ᴂ  “Ὕ Ͻ“ ◊ ϽὨ  

V Large frame-to-frame motions 

V Accuracy: Efficient optimization of 
structure and motion (Bundle Adjustment)  

O Slow due to costly feature extraction 
and matching 

O Matching Outliers (RANSAC) 

V All information in the image can be 
exploited (precision, robustness) 

V Increasing camera frame-rate 
reduces computational cost per 
frame 

O Limited frame-to-frame motion 

O Joint optimization of dense structure 
and motion too expensive 

Feature-based methods 

1. Extract & match features (+RANSAC) 

2. Minimize Reprojection error 
     minimization 

Direct methods 

1. Minimize photometric error 
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Image sequence 

Feature detection 

Feature matching (tracking) 

Motion estimation 

2D-2D 3D-3D 3D-2D 

Local optimization 

VO computes the camera path incrementally (pose after pose) 

Front-end 

Back-end 
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Image sequence 

Feature detection 

Feature matching (tracking) 

Motion estimation 

2D-2D 3D-3D 3D-2D 

Local optimization 

VO computes the camera path incrementally (pose after pose) 

Example features tracks 
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üA corner is defined as the intersection of one or more edges 
ÁA corner has  high localization accuracy 

ÁCorner detectors are good for VO 

ÁLǘΩǎ less distinctive than a blob 

ÁE.g., Harris, Shi-Tomasi, SUSAN, FAST 

 

 

üA blob is any other image pattern, which is not a corner, that 
significantly differs from its neighbors in intensity and texture 
ÁHas less localization accuracy than a corner 

ÁBlob detectors are better for place recognition  

ÁLǘΩǎ more distinctive than a corner 

ÁE.g., MSER, LOG, DOG (SIFT), SURF, CenSurE 

 

Harris corners 

SIFT features 
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Image sequence 

Feature detection 

Feature matching (tracking) 

Motion estimation 

2D-2D 3D-3D 3D-2D 

Local optimization 

VO computes the camera path incrementally (pose after pose) 

Tk,k-1 

Tk+1,k 

Ck-1 

Ck 

Ck+1 
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Motion from Image Feature Correspondences  

ü Both feature points Ὢ  and Ὢ are specified in 2D 

ü The minimal-case solution involves 5-point correspondences 

ü The solution is found by minimizing the reprojection error: 

 

 

 

ü Popular algorithms: 8- and 5-Ǉƻƛƴǘ ŀƭƎƻǊƛǘƘƳǎ ώIŀǊǘƭŜȅΩфтΣ bƛǎǘŜǊΩлсϐ 

Motion estimation 

2D-2D 3D-2D 3D-3D 


